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ABSTRACT

Modeling of genetic regulatory networks and complex biatafjsignaling

pathways is marred by the fact that the values of the modelnpeaters vary in a wide
range. Such modeling is used in control theory for develagrogintervention design
for complex biological signaling pathways which helpfuldrugs discovery and pre-
vention of disease. Boolean control networks easily expthihe dynamics of cellular
pathways. Based on that approach, the authors have propbsedser based Con-
troller/Intervention design for the growth factor sigmglipathway which is responsible
for the over expression of an enzyme FASN which increaserib@ugtion of De-novo
fatty acid one of the major cause of breast cancer.
Boolean control network is used to model the growth factanaligg pathway. Observ-
ability is checked and Luenberger-like observer is usegtite estimation of signaling
pathway. An observer based intervention design is carmngdoofind the drugs for in-
hibited pathway. The selected drugs are used as a contua &amal by simulation the
state of each drugs is identified for inhibited growth facignaling pathway.
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Chapter 1

INTRODUCTION

The Human Genome Project (HGP) gave birth to a new field obgiptalled systems
biology. In systems biology the behavior and relationsliigemes, proteins and cells is
investigated. Genes and protein form cellular networkssaguaaling pathways needed
for body functions. In cellular networks and cellular pa#tys these genes and proteins
are logically connected. The state of a gene or protein isrdebed by the state of

neighbor genes and proteins.

1.1 Boolean Networks and Cellular pathways

Computational modeling of cellular pathways and Genetic Reigry Networks (GRN)
is an important problem in systems biology. In turn it givies structure and dynamical
properties of cellular pathways which leads to the develamnof intervention strate-
gies for prevention and control of disease like candgr The description of chemical
reactions, complexity of model and estimation of paramietesuch cellular pathways
make its modeling difficult. Boolean control networks playimportant role in model-
ing such cellular pathways because it has a basic propeguanfitized level. Boolean
network gives two value to a state or gene ON and OFF, a genedermay be ON that
means 1 or OFF that means O.

Boolean networks is first introduced by Kauffma for genetic circuits. It was found
that genes act like switches and they can turn ON and OFF athem Such behavior
of genetic regulatory networks can be best modeled by usingBCN

Definition 1: A Boolean network is a set of nodes,, o, ..., X, Which interact with
each other and at each time=0,1,2,3,... the nodes have only one value which may

be 1 or 0. Boolean networks are represented by network grapdnmectivity graph.

1
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FIGURE 1.1: Network Graph of Boolean Network

Definition 2: A network graph or connectivity graph consists of nodes atges,

> ={N,E}. The setof nodeN = {x1,X2,X3,...,Xn} and edge& C {Xq,%2,X3,...,Xn} X
{X1,X2,X3,...,Xn} form the Boolean network. There is an edge from one node to an-
other node which shows that this node is effected by anotbée.n The state of any

node at time t is denoted by(t) and state at time+ 1 is given by:

Xit+1) = fi(Xi1,%2,---,Xin)

Figure 1.1 shows a simple Boolean network consists set of nddles {A,B,C} and

edgesE = {(A,B),(B,A),(B,C),(C,A),(C,C)}.

1.1.1 Boolean Network for Breast Cancer

Obesity is a major cause of breast cancer which arises fremmthation of growth fac-
tor signaling pathway. Growth factor signaling pathwaysiets of network nodes (pro-
teins, genes) and external inputs which effects the pathBaglean control network

2



FIGURE 1.2: Network Graph of Boolean Control Network

is used to model such pathway due to its binary charactenstich easily explains the
network nodes (protein, genes). These nodes are connedte@ach other through

logical function.

Figurel.2consists of three network nodéB,C, D}, one input nod¢ A} and one output
node{E}. All the input, network and output nodes are connected tiinaome logical
functions. The input nodes may be in the form of boolean saecpier it may satisfy

some logical rules.

1.1.2 Semi-tensor Product (STP)

Recently semi tensor product (STP) is a new matrix approasthfas solving the BCNs
[3]. Here we present some notation regarding to STP.

() D={T,F} ={10

(i) D"=D1 x Dy x ....Dy

(i) In matrix form 1 is True (T), O is False (F)and denoted as

1
T=

0

0
F=

1




(iv) & is theit" columns of identity matrix.
(v) An:The set of{ &3, ......00}
AssumeA = A, = {85,065}

(vi) Vector form of logical value can be represented as :

1
52:

0
5= | °

1

Definition1:Let A € R™" andB € RP*4 are two matrix.A x B is called the semi tensor
product of matrix A and B. It can be calculated as :

AD(B:(A®|%)(B®|%)

wherea = lcm(n, p) is the least common multiple (Icm) of (n,p) andis the tensor

product or knonecker product of matrices which is define as:
a;1B ... annB
AB=| ... WhereA® B € R™P>M

amB ... amB
if n= pthanAx B = AB which shows that STP is a special case of matrix multiplica-

tion. In this report all multiplications used are Semi TemBooduct (STP).

Example 1

, 1 000 1 .
ConsideA = andB = where no of columns of A is n=4, no of rows

0111 0
of Bisp=2andIcmisxr =4

AxB=(A®Iq/n)(B&Iq/p)
AxB=(A®14/4)(BR14)
AxB=(A®11)(Bxly)



10
1 0 0 Of [0 1
Ax B=
0111100
00
10
Ax B=
01

1.2 Basic Logical operator

There are some basic logical operators used in Boolean Cdgtalork. These logical

operators with their structure matrices are listed below:

Negation
10
Mp=M. = =5[12
01
Disjunction
1110
Mg=M, = =11172
0 001
Conjunction
1 000
Mc=M, = =»[12272
0111
Implication
1011
Mj = M_, = =5[1211
0100
Equivalence
1 001
Me=M, = =»[122]
0110



1.3 Network Transition Matrix

In Boolean control networks all nodes (network nodes, inputes and output nodes)
are connected with basic logical operator (NOT, AND, OR). méevork transition ma-
trix can be formed by using STP among the structure matritkxyecal operator. The

network transition matrix. € Li«n can be written as:

L =[O &% ... &)
For more compactness it can be written as:
L=20m[iziz2 ... in|

1.3.1 Dynamics of Boolean Control Network

A BCN with n network nodes m input nodes and p output nodes carrittemvas:

x1(t+1) = l1(X1, X2....Xn, U1....Um)
X(t+2) = lx(Xg, X2....%n, U1....Um)
Xn(t+1) = In(X1, X2....%n, U1....Um) (1.1)

y1 = hi(X1, X2...%n)

Y2 = ha(Xg, X2...%n)

Yp = hp(X1, Xo....%n) (1.2)

Here

xi(t) €{1,0}, i=1,2,...,nare network nodes
ui(t) €{1,0}, i=1,2,...,mare input nodes
xi(t) €{1,0}, i=1,2,..., p are output nodes



I1,12,...,1, are logical functions.
Using a new matrix product called semi tensor product eguastl.1 andl.2 can be

written as:

X(t+1) = LxX({t)xU(t) (1.3)
Y(t) = HxX(t)

whereX € Ao, U € Aom, andY € Ayp are network nodes, input nodes and output
nodes respectively. € Ron,onim andH € Ropyon are state transition matrix and output

transition matrix.

1.3.2 Swap Matrix

A swap matrix ismn x mn matrix Wi, ; defined as: The columns and rows of swap
matrix are labeled by double ind¢k J) and(i, j). Then rows will be:l4(l,J;n,m) =
{(3,3)(2,9)(3,J),...,(m,J),J=1,2,3,...,n}and the columns are arranged kgi, j; m,n) =
{(i,2)(i,2)(i,3),...,(i,n),i=1,2,3,...,m} then

oo |1 r=igd=
Waayij) =0 = .
0 Otherwise

Let m=3, n=2 then the swap matrix will be

Wz = —%[142536

o O O o o
© O »r O O O
o O o o +~» O
©O »r O O O O
o O O » O O




If A R"andB € R" are two columns vector then

Wimn X AxB=BxA

Wihm xBxA=AxB

This property of swap matrix is used to interchange the nofi@&oolean control net-

work.

1.3.3 Power Reducing Matrix

The Power Reducing Matrix is defined as:
10

M, = — &14

00
00
01

If A€ /\,is anode of Boolean control network thad= M, A. Power reducing matrix

is used for reducing the order of a node.

1.3.4 Transition Matrix

The transition matrix of Boolean control network is calcathfrom structure matrices
of logical operator by using STP with swap matrix and pow&uceng matrix. The
method of calculating the transition matrix of BCNs can be axy@d with example.
Example 2

At +1) =B(t) AC(t)

B(t+1) =-A(t)

C(t+1)=B(t) vC(t)

The structure matrices for logical operator can be written a

A(t+1) = McB(t)C(t)

B(t+ 1) = MnA(t)

C(t+1) = MdB(t)C(t)



Letx(t) = A(t)B(t)C(t) then

X(t+1) =At+1)B(t+1)C(t+1)
Putting the values

X(t+ 1) = McB(t)C(t)MnA(t)MdB(t)C(t)
=Mcx (I4MN) x BXxCx AxMdx Bx C

=Mcx (Ia@Mn) x (IsgeMd) x BxCx AxBxC

=Mcx (Ia@Mn) x (Ig@Md) x W 4 x AKBXCx Bx C

= Mcx (I Mn) x (Ig@Md) x W 4 x Ax Bix Wiy x Bix C?

=Mcx (I4&Mn) x (Ig@Md) x Wi 4 % (1a@Wg) x Ax B2 x C?

=Mcx (I4@Mn) x (Is@Md) x W 4 X (I3@Wg) x Ax Mrx Bx MrxC

=Mcx (Ia@Mn) x (Ig@Md) x W 4 X (I4@Wg) X (I2@Mr) x Ax Bx Mr x C
=Mcx (Ia@Mn) x (Ig@Md) x W 4 X (14 @Wg) X (I2@Mr) x (4@ Mr)ABC
X(t+1) =L x A(t)B(t)C(t)

WhereL = Mcx (4@ Mn) x (Ig@Md) x Wi 41 X (14 @Wz) X (I2@Mr) x (I Mr)
Putting the values of logical matrices, use the swap matrik@ower reducing matrix
we obtain

L=0%[337781556



Chapter 2

LITERATURE REVIEW

The main problems associated with Boolean control netwarks icontrollability and
observability. By studying literature of Boolean controlwetks, it shows that it starts
from the work of Akutsu in 20074]. He proposed that one of the major goal of system
biology is to develop the control strategies for complexddmnecal systems. Develop-
ment of control laws not only important for theoretical wdslt also give practical
results. Such control laws not only useful for system bagedsldiscovery but also
useful for prevention of diseases. In order to develop obtaws for such cellular sys-
tems and complex biological systems we need mathematicd¢imBoolean networks
very easily express the behavior of such complex systemusec@ach node have any
two possible value 1 or 0. Boolean model only shows that a nodere is ON or OFF
and it cannot show the detailed behavior of complex biolalgggstem.

In 2009 D.Cheng 3] use a mathematical technique called semi tensor proddd®)(S
of matrices for BCNs and gives the condition for observabiihd controllability of
BCNs. He suggested that STP is the best technique for solven@diolean control
networks. After the work of D.cheng the field of observabiind controllability of
Boolean control network has been started. Later on imporé&sutits come up regard-

ing to the observability and controllibility of BCN.

2.1 Observability of Boolean Control Network:

The observability of BCNs first proposed by D.Cheng in 2089 He gives the equiv-
alent condition for the observability of BCNs. He determineattinput sequence gives
the states of system. In 2014 K.Zhalygummarize the different results and categorize

the observability of Boolean control networks into four tgdesed on its dependance

10



on initial state and/or inputs. Here we present the four sygieobservability with its

mathematical interpretation.

1. Definition 1 : A Boolean control network with system transition matciand
output transition matrixH is said to be observable if for initial staig there
exist at least a BC input sequengey, up,us, ...} such that the initial statgg
can be determined by the outpt, Y, Vs, ...} sequenced],, .This definition is
concluded by theorem (26) i), Assume that if the system is controllable than

it is observable iC has all distinct columns. where
H

HLu;
C= | HLu, |, U1, Uz,uz... are control input sequence.

HLusz

We first assign an initial statey and we observéixg. Than using the control
input we findHLug,HLuy,HLuUs.... For same starting point we obtain linear

independent rows set.

2. Definition 2 : [7][ 8] A Boolean control network is said to be observable if there
is an control input sequendel;), Ur), U, - - -} such that the initial statey can
be distinguished by the outpdy o), Y(1),Y(3) - --}. Definition 2 gives the distin-
guishablity of states that two different statesx, € Lon are distinguishable if
for any positive integeN and control input sequence= {u(l), U2),Ua)s - - .} the
output will bey{k; x1,u} # y{k; x2,u} while the two states are said to be indistin-
guishable ify{N;x1,u} = y{N;xz,u}. This type of observability can be tested by
the algorithm defined in7]. Although the first definition gives the distinguisha-
bility of states but it is more simple than the second detniso first definition is

mostly used.

11



3. Definition 3 : [9] This observability are dependent on control input and @sfin
two types of control input and on the basis of control inpet thservability con-
dition are given. A Boolean control network is said to be obakle if for the
control inputu = {u(),U(y),...} sequence the initial state gives the output
{y(o),y(l), ...}. The control sequence will be of two types it will be a Boolean
sequence likel = &, or it will be a control sequence which satisfy certain logica
rules.
u(k+1) =h(ug, uy,...um)

Suppose the control input is the free Boolean sequence anthl snallest pos-
itive integer than according to theorem7 fhe Boolean control network will be
observable ifON(A) has all distinct column while

On(A) = ThloAKA® Ly

If the control input satisfy logical rules than from theor8n®] the BCN is said
to be observable if smallest positive integerM\;(A) has at least one distinct

column while
Mn(A) = TR oA KQk

4. Definition 4 : [10] This type of observability use the state input trajectetleat
for any two initial statex; = 651 andxp = 62jn wherei # | and for any control
input sequence : {0,1,2,...} € Lom the corresponding output sequence will be
{ya(to),y1(to+1)...} # {y2(to),y2(to+1)...}. This definition gives a sufficient
condition for the observability of BCN as it define that the esawill be uniquely
determine which show its distinguishability and by givihg different output for
different state input trajectories it show that the stategfven control input se-
guence will be reconstructible so i) theorem 3 split this definition into two
parts.

Distinguishability of states:
For two different stateg;, X, € Lon and for any input sequenaeec Lom the state

input trajectoriegxg, u) # (xg,u) will satisfy L x ux X3 = L x U x Xz such that

12



H x X1 # H x x2. This shows that the two states are distinguishable and ¢fine

output.

Reconstructibility of states:

Reconstructibility define that how to uniquely determine fihal state with the
knowledge of input/output trajectorig¢g(t),u(t) t =0,1...). For the pair of in-
put and output trajectories.

((Xg,U1),- .- (X, Uk)) # (X1, Uk), - - (X1,Uk))

the corresponding output will be

(HX]_,...,HXk) 7§ (H)_(l,...,H)_(k)

The four types of observability are comparedid][which shows that if the the Boolean
control network is observable in the sense of definition dntit will be observable in
the sense of definition 1,2 and 3. So definition 4, gives thitiom for the observability
of BCNs.

2.2 State Observers for Boolean Control Network:

In literature different types of state observers are prteskior Boolean control network.
Before starting to discuss the different types of observsigiéng for Boolean control
network we first define the state observer for Boolean congtorks .

Definition : A state observer receives the Boolean control network iapdtoutput as
an input and estimate the current state of Boolean contrelarktas an output. There

are mainly three types of state observers which is used foleBaaontrol network.

1. Shift Register Observer
As discussed in the definition of state observer that the BCpigtiand output
estimate the current state, but if we see the reconstrlitgtibf state it shows that
the state will be reconstructible or will be estimated if thgut and output trajec-
tories are admissible for the current state.The input amgubwvill be admissible
13



if for an initial statexg the inputu(t) generate the outpytt) at timet.
The use of shift register observer will be initialize, first mitial state will be
generated by using the inputt) and outputy(t) admissible trajectories. Thus

the initial state will bez(r) = y(o)u(o)...y(r)u(r). Then we proceed as :

Xs(t) = Hz(t)
2t+1) = (Imip @ lamep) Wi, o oernmepy(E+ DUt +1)2(t),t=r,r +1,...
2.1)

Wherer is the minimal reconstructibility index which satisfied tleeonstructibil-

ity of state and can be found by using reconstructibility nxat

Q=@ (2 @HT)L(O]_1® lomip)
] =1,23...r

@ is the power reducing matrixxs(t) is the estimate of BCNs stat€t) and
y(t+1),u(t+ 1) gives the admissible input and output trajectories at {itrel).
The matrixH can be find from input and output trajectorigs), y(t) wheret =

to,to+ 1...tg+r which is:

H=0®lMn
(2.2)

Q, can be find from the reconstructibility matid¥; if j =1,2...r. The columns
of H have no non-zero entry and it can be replaceok‘iby The shift register
observer withH can gives the exact estimate of the stéte) = Xs(t) fort > r.

The shift-register observer was first proposed @hput it only use the mapping

of admissible vector and it has no observability matrix. $hit-register observer

14



is than modified in 11] which gives the transition matrix with its proof. So this
is the modified shift register observer which is mostly useadBoolean control

network.

2. Luenberger — Like Observer:
Luenberger-like observer uses the same concept of obsiyaat the input
and output trajectories(t),y(t),t € Z™ estimate the current stakgtf. First the
Luenberger-like observer is initialized with zero estiematich as12):
%(0) = HTy(0)
If there is an older estimate of the state is available or 5inqe say that the
initial state is known, than the state can be estimate basquavious state and

the knowledge of the input.

Xs(t) =Lxu(t—1) xXg(t —1)

Wherexs(t — 1) is the older estimate. Now combining the initial state withut

and output trajectories which can update the state by ukagltier state estimate.

t) = @ K(t—2ut—1)HTy(t)
() = @ (ln@HT)LRs(t — Lu(t — 1)y(t)
(2.3)

The Luenberger like observer provide the same state estiamshift register
observer. The Luenberger like observer is used to compéteegister observer
in [11] with its proof which shows that Luenberger like observemigre simple,

gives small size observability matrix, require less corapahal effort as compare

to shift register observer.

As Shift-register observer generates high dimension obbéity matrix so need a lot

15



of memory and extra computational effort like the matfxprovide R"<2" ™)

dimension which is multiplied with vecta(t) of dimensionRA+D(MP)x1 for ey-
ery current state while Luenberger-like observer requss computational effort such
as providing(2" x 2"P*M) dimensional matrix and give the correct estimatex@j ~
only usingx{t — 1) with input and output trajectories. That's why we preferthd
Luenberger-like observer for BCNs.

Multiple-state observer is another observer used 0j \vhich estimates several states
of BCNs but not gives the whole estimate of states for BCNs. Tresder was defined
with comparison to shift register observer but not good aspare to Luenberger-like

observer so here we omit the multiple states observer.

2.3 State Feedback Stabilization

First Akutsu used the external input for Boolean control mekwand show that the
external input can derive the states of Boolean control netwim the desired states.
After that D.Cheng ¢] and Rui Li [13] gives the state feedback stabilization. They
presented a general method for finding the globally stabgdiztate feedback controllers
for BCN by using the STP of matrices. A BCN is said to be globallpiitzable to a
fixed point or attractoX if there exist a control sequence= {U0), Y1), Uz, - - -} such

that X (k; Xo; u) = X. Using the algebraic representation of BCN the feedback can be
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find of the form.

x1(k+1) = I3 xx(K)x u(k)
X2(k+2) = Iaxx(K) x u(k)

Xn(k+1) = Inxx(K) x u(k)
ur(k) = Kix(k)
(k) = Kox(k)

Un(K) = Kenx(K) (2.4)

Using the STP of matrices they can be simplified to its disctiete dynamical system

as .

x(k+1) = Lxx(k)xu(k) (2.5)
uk) = Kxx(k)

Where K is the state feedback matrix an@) is the solution o8 (k; Xo; u) = X which

satisfy the condition of global stabilization.

17



Chapter 3

FASN PATHWAY

Breast cancer the most prevalent type of cancer mostly catuimrthe women world-
wide. According to world cancer report 22.9% of breast canoenprises in all types of
cancer with 1.4 million cases increase annually. Breastargoemarily effect women
of 50 aged or older which shows a clear relationship betweenopause and breast
cancer. Menopause change the hormonal status and proval®mlble environment
for the development of breast canca4].

Obesity has been considered the second cancer risk fatgot@iacco. Statistics shows
that people who reside in certain areas and have more enengg diet consumption are
at higher risk for breast cancer occurrence. De novo faitygmthesis is the metabolic
pathway which synthesize fatty acid from nonlipid precuss®e novo fatty acid used
by mammals for production of triglyceride for energy sta@agn increase in De novo
fatty acid synthesis produced higher amount of fats whietdeto obesity. Obesity
is not only the main contributor of breast cancer but alsea#f many other pathways.
This shows a clear relationship between De novo fatty acith&gis, obesity and breast

cancer.

3.1 FASN as a Target for Cancer Therapy

FASN is a key enzyme which accelerate the formation of De riaity acid synthesis,
that’s why FASN is a critical target for drug discovery regjag cancer. Fatty acid can
be obtained both from external source like from dietary foodrom internal source
which are known as De novo fatty acid synthesis. There isfardifice between can-
cer cells and normal cells. The fundamental differencesibibenergatic metabolism.
Cancer cells not only use gylcolysis as energy source butaksohe energy from high

rate De novo fatty acid synthesis in order to sustain thein Iproliferation rates. While
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the De novo fatty acid synthesis is independent of the didtard. The high rate of
De-novo fatty acid synthesis is a major source of energy &ocer proliferation and

progression.

3.1.1 Highly expressed FASN

FASN is highly expressed in obese patients and cancerolss déle inhibition of De
novo fatty acid synthesis is related to the expression ofNFAtat's why FASN is a
target for discovery of drugs and for the apoptosis of cameecells. The expression
of FASN in normal cells and cancerous show that the inhibitid FASN expression
effectively reduce the cancer cells growth and induced &@®iga The inhibition of
FASN reduce the formation of extra fat and stop the energyplgupr growth of cell
membrane. In short the inhibition of FASN inhibit the De ndatly acid synthesis and

as a result stop the replication of cancer cells.

3.1.2 Structure of FASN

FASN is the key enzyme for De-novo fatty acid synthesis. ddibéctionally catalyze
two metabolism one is Glucose metabolism and the other olif@dsmetabolism. In
Glucose metabolism pathway it catalyze the Malonyl-CoA antipid metabolism it
catalyze Acetyl-CoA to form the 16-carbon long fatty acidrpite [14].

Palmitate is the first fatty acid from which other form of faticid can be formed.
So the amount of palmitate formation can be controlled byRR8N enzyme. There
are two major class of FASN. One class of FASN which found ictéx@a and plants
is called type Il. The other is type | which is found in humam&l anammals. The
major difference between type | and type Il are its functiattanains. There are seven
functional domains in both type | and type Il. But in type Il &linctional domains
are independent and form multifunctional system while ipety all domains form a
single bond. A person with balanced diet form a little amoointie-novo fatty acid
because it get lipid from balanced diet. In such, FASN is icletd at low level. There
are three basic function of FASN: energy storage , synthadiats and lactation. In
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FIGURE 3.1: Role of FASN in Breast Cancer

lipogenic tissues FASN form fats from saturated carbon tovéd as triglycerides while
in lactating female FASN produced medium chain fatty acid anables the baby to

digest milk. Any abnormalities in FASN expression effe@ EASN function.

3.1.3 FASN Signaling Pathway

The over expression of FASN accelerate the rate of De novadton which leads
to the construction of extra cell membrane and productioextfa energy by beta-
oxidation for cancerous cells. Their are various mechasiginich is responsible for
the over expression of FASN which is still unclear but the m@athway which is re-
lated to FASN over expression is the growth factor pathway.

The growth factor receptor activate their signaling paghaawnstream by activating

PI3K-Akt and ERKI. FASN expression is regulated by other ptoelike EGFR,HER?2
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through PI3K signaling pathway HER2 regulate FASN expressidhere is a bidirec-
tional mechanism between FASN and HER2. Over expression &2Hitoduces drug
tolerance for cancerous cells. HER2 and FASN are directbtedlas shown from the
pathway and it is shown that in cancerous cells both are oymessed. Over expres-
sion of HERZ2 increase the FASN expression and inhibiting HERR@rbgs or any other
inhibitor leads to inhibition of FASN. The growth factor siging pathway with FASN
and HER2 are shown in the figuBe2

The figure3.2show the FASN inhibition growth factor signaling pathwayeRR (Hu-
man epidermal receptor) initialize the pathway and it isied to FASN directly and
through indirect pathway. It also shows that FASN act as difaek to HER2 and Akt

so any abnormalities produce in pathway disturb the whalevpay and the expression
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of FASN. For normal functionality of FASN growth factor irhiied pathway is taken.

3.2 Boolean Network for FASN Pathway

Boolean Networks works on two states either ON 1 or OFF 0. lvshibat a gene or

node can be expressed or not, or it is active or inactivestt shows that it is below or
above the threshold concentration if it is above the thriesihavill be ON or 1 and if it

is below the threshold it will be 0. The future value of a nodgene can be determined
by the neighbor node by using the boolean logical rules. I8RAignaling pathway

all nodes are logically connected and it has either 1 or @ stéhe state of any node
depend on its neighbor nodes with its logical relationsfipen using STP on logical

matrices give the logical transition matrix for the wholdhp@ay which only comprises

1 and 0.

3.2.1 Growth Factor Pathway

The FASN over expression directly effect the production efribvo fatty acid and over
expression of FASN can be controlled by growth factor sigigapathway. In growth
factor signaling pathway different external input are ineal but the effective one is
the HER2 (Human Epidermal Receptor) which directly and irafiyeeffect the FASN
expression.

Figure3.3 shows the growth factor signaling pathway HER2 , SPOT14, @SR2vi-
ronmental stress are external agents which effect the griagtor signaling pathway.
RKTs is another growth factor epidermal receptor which wartmbine with HER2
but HER2 is effective. SPOT14 , USP2a are lipogenesis-celatelear protein which
can be controlled by genes. The abnormalities which effecpathway are mainly con-
cerned FASN and HER?2 so other external agents are considemormal. PI3K AKT
MTORc1 pSREBP1c are the internal nodes which may also directhdoectly effect
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FIGURE 3.3: Growth Factor Signaling Pathway

the FASN expression. pSREBP1c is the transcription factochvhind with the pro-
moter region of FASN for its activation. AKT activation alsegulate FASN expression

and promote the cell death for FASN inhibition.

3.2.2 Boolean Model

The dynamical Boolean model of growth factor signaling paywan be formulated
by using the Boolean rulelp][16]. These rules are based on the logical interaction
of signaling pathway nodes. If a node is directly regulatetl@r node than the future
value of this node depend on the past value that node. If tde mhibited the another
node than the future value of this node will be the negatiothis, like if a node A

is inhibited by another node B thak(k+ 1) = —B. If there is a node which depend
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on more than one node than its future value can be decideddnkicty the regulation
or inhibition of this node. If both the node regulate than AMII be used and can
be written asA(k+ 1) = BAC. If one regulate and other inhibit than OR will be used
A(k+1)=BVC. A, B and C are three nodes. Using these simple rules the dgahm

Boolean model is formulated for growth factor signaling pelt which is

HER2(t+1) = —FASN(t)

PI3K(t+1) = HER2(t) - PI3K(t)
AKT(t+1) = FASN(t) API3K(t)
MTORc1(t+1) = AKT(t) - mTORcL(t)

PSREBPIc(t+1) = FASN(t) AmTORcL(t)
FASN(t+1) = pSREBPIc(t) — FASN(t)

(3.1)

Equation3.1 gives the dynamical Boolean model for growth factor sigreajpathway.
From figure3.3 the Boolean model is derived. As HER?2 is directly related to RAS
so the activation or deactivation of HER2 is specified by FA®IKK is related to
HER2. AKT is identified by PI3K with inhibition of FASN, AKT imiees to mTORc1,
pPSREBP1c shows same character like AKT and implies to FASN.
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Chapter 4

OBSERVER DESIGN

Boolean control networks gain great attention due to its EBmpodeling for complex

cellular pathways. Such modeling used for the developméimtervention design

which helps in drugs discovery and prevention of diseasee imtervention design

or state feedback controller design for signaling pathwaged information of inter-

nal states. In such control problem, state observer prewite information of internal

states.

Three types of state observer used for Boolean Control Netwstktes estimation,
shift register observer, Luenberger-like observer andiplelstate observer. The first
two gives some useful application for Boolean Control Netwoskile the shift regis-

ter observer gives more computational effort for lager eks so the Luenberger-like

observer is used for the states estimation of complex eglpdthways.

4.1 Boolean Control Network Model of FASN Pathway

The Boolean model of FASN signaling pathways is give3.ih The external agents
are not considered here because the FASN or HER2 over exqresstur due to the
pathways internal mutation. If the pathway is disturbe@ffiects the FASN or HER2
expression than external inputs are used for pathway tdiiniie over expression of

FASN. Suggested drugs are used as control inputs for thiifium of pathway.

4.1.1 Control Input for FASN Pathway

If the network nodes of FASN signaling pathway is mutant ttenpathway is disturbed
which leads to the FASN over expression. For such networlkesabugs are used as

control inputs.
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The drugs used in the treatment of several genes, involvétkibreast cancer are ob-
tained through Gene Cards database. Gene Cards databasgeayieesic, proteomic,
transcriptomic, genetic and functional information onth# known and predicted hu-
man genes, along with the information of drug compounds #edicals used to treat
those genes and the details of their pathways. From listsugf compounds only those
drugs are selected, which are approved by FDA. The FDA appfoy drugs is con-
firmed by the reported literature and reports of clinicalgi Side effects of all the
drugs are collected from drugs.com. It is an online pharmi@ca encyclopedia con-
tains information of drugs for consumers and healthcaréepsionals.

Three types of side effects are mentioned in two categamiésal drugs.com i-e Major
side effect and Minor side effects, both categories conteane common, rare and less
common side effects. Only more common from major side effacé selected. For
FASN signaling pathway the drugs are given here which usedcastrol input for sig-
naling pathway for inhibition of nodes or FASN expressiti|[18][ 19][ 20].

u= [Tratuzumab Miltefosinel Miltefosine2 Miconazole Orligtat Inhibitor]

4.1.2 Dynamics of FASN Pathway

The drugs is used as control inputs to turn OFF the pathwapgmaibitor or drugay
can inhibit the node P if it interact in the following pattdéi]:

P(t+1) = —ui(t) AP(t)

Now considering the drugs with the suggested interactidh modes the Boolean con-
trol network model is presented as: Figutd shows the Boolean control network
model for FASN signaling Pathway where six control input andnetwork nodes in-

teract to form the FASN signaling pathway. Using the Booleatworks rulest.1 can
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Drugs

Status

Role

Side effects

Mechanism
of action

Trastuzumalb Approved/investigational

antagonist/
Biomarker/In-
hibitor

Dizzeness,Fevel

or chill,

Headache, Vom:

iting,Shortness
of breath,skin
rash,muscle
aches

HER2
antago-
nist, HER2
inhibitor,
Epidermal
growth fac-
tor receptor
inhibitor

Miltefosine

Approved

Inhibitor

Abdominal

or stomach
pain,swelling
of the
face,arms,legs
and lower
feet,chill or
fever,itching or
rash,dizzeness,
unusual bleed;
ing and weak-
ness

PI3K/AKT
inhibitor

Miconazole

Approved/investigational

antagonist/por

blocker

e

D

Body aches of
pain,Cough,

difficulty  with
breathing,fever
or chills,loss of
voice,headache
skin,sneezing

Inhibitor

pale

PSREBP1c

Orlistat

Approved/investigational

Inhibitor, Targe

[

Pain in
joints,loss

of appetite, pain
and swelling of
joints,tense,hot
skin,unusual

weakness

Inhibitor

TABLE 4.1: Selected drugs for FASN Pathway Nodes

27




Growth factor

k.

Trastuzumakb

HER2

'\ Miltefosine
Ras“ S opak |
.l.- I
MyC _AKT———— Miltefosine
\\: - ] " .'. |
glycolysis < HIF1 <— mTORc1 |_Miconazole
.--'."‘ | |
ROS— i
PSREBPIC |— Inhibitor
[ j MAPE
Orlistet S| FASN —= ps53
", ___.-"' :[ i
SPOT14 U5b2a environmental stress

Lipid synthesis

FIGURE 4.1: BCN Model for FASN Pathway

be written in its logical form as:

HER2(k+1

= —Trastuzumab A FASN(k)

)
PI3K(k+1) = -—Miltefosinel AHER2(K) — PI3K (k)

AKT(k+1) = -—Miltefosine2 A FASN(K) A PI3K(n)

(
(
(
mTORcl(k+1) = -MiconazoleA AKT (k) — mTORc1(k)
(
(

pPSREBP1c(k+1) = =lInhibitor A FASN(k) A mTORc1(k)
FASN(k+1) = —Orlistet A pSREBP1c(k) — FASN(K)
yi(k) = HER2(k)
yo(k) = FASN(K)
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1. Networks nodes The FASN signaling pathway consist of 6 network nodes. Here
number of nodes n is 6 which denoted as:
x=[HER2 PI3K AKT mTORcl pSREBPlc FASN]

2. Input nodes. The drugs used as inputs to network nodes which is 6 network
inputs. Here number of nodes m is 6 denoted as:
u= [Tratuzumab Miltefosinel Miltefosine2 Miconazole Orlistat Inhibitor]

3. Output nodes Two nodes FASN and HER2 is taken as output so number of
output p is 2 which is denoted as:
y=[HER2 FASN|

Using the logical matrices of logical operatbi can be simplified as:

HER2(k+ 1) = Mn Mc Trastuzumab FASN(K)

PI3K(k+1) = Mn Mc Miltefosinel Ml HER2(k) PI3K (k)

AKT (k+1) = Mn Mc Miltefosine2 Mc FASN(K) PI3K (k)

mTORcl(k+ 1) = Mn Mc Miconazole Ml AKT (k) mT ORc1(K)

pPSREBP1c(k+ 1) = Mn Mc Inhibitor Mc FASN(k) mT ORc1(k)

FASN(k+1) = MnMc Orlistet MI pSREBP1c(k) FASN(K)

X(k+1) = MnMc Trastuzumab FASN(k) Mn Mc Miltefosinel MI HER2(k) PI3K (k) MnMc
Miltefosine2 Mc FASN (k) P13K (k) Mn Mc Miconazole Ml AKT (k) mT ORc1(k) Mn Mc I nhibitor
Mc FASN(K) mTORc1(k) Mn Mc Orlistet MI pSREBP1c(k) FASN(k)

Y (k) = HER2(K) FASN(K)

X(k+1) = Lxx(k)xu(k) (4.2)
y(k) = Hxx(k)

wherex(k) € Ao, u(k) € Aom, y(k) € A, L e RR*2"™ andH e R™2", For4.1

L € Lys, 012 andH € L2, ,6Can be calculated as:
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L € L84<20% — [64 64 4 64 64 64 64. ]
Hel®64=11313131..]

L and H are network transition matrix and output transiticaimx respectively.

4.2 Observability of FASN Pathway

The observability of FASN pathway are tested here using iiefird which gives two

condition for observability of Boolean control network.

1. There are two distinct stat&s xo € Lo and control inputi € Lom such that
Lxux xX;g=LxuxxX
Hix X1 #HxXX
Letx; = 834, X2 = 8% andu = &%, then using STP
Lxux xx =Lxux xx =% and
H x x; = 8} andH x xz = &3 which shows that

H[><X17§HD<X2

2. There are two different input states trajectofieg, u)(xo,u)) # ((x2,u)(X1,U)).
The corresponding output trajectories will be different.
(034 Baa)+ (Oa: O34)) 7 (32 034, (334, O34)) implies that
(83, 83) # (83,3)

The two conditions of observability are satisfied for FASNrsiling pathway which
shows that the states of FASN pathway can be estimated ustngdolean control

networks states observers.

4.3 State Observer

The states of observable Boolean control networks can bmatstl using Boolean
networks state observer. There are three different typstaté observer used for states
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estimation, Luenberger-like observer, shift registerepbsr, multiple state observer.
Here we use Luenberger-like observer because it has thewfolj advantages over

other types of observef ]]:

1. Lower memory: Luenberger-like observer needed a lowenong for state es-
timation it produce 2 x 2"P+M size matrix which is much smaller than shift

register observer which produc® 2 2("+1(P+m) sjze matrix.

2. Lower computation: Estimation only requiregt™ 1) € Ao, y(t) € Agp and
U(t — 1) € Aom,

3. Precise estimation: Luenberger like observer givesitheige estimation of states

only using inputs and outputs trajectories with no needs+ef.

The Luenberger like observer with initial state estimage="H Ty, is described as:
Rs() = @ % (In@HT) x Lix K(t — 1) x u(t — 1) x y(t)
It provide the same states estimate as shift register olxsservmultiple state observer

which is shown in 11].

4.3.1 State Observer for FASN Pathway

The Luenberger like observer is used to estimate the state&SS3N signaling pathway
4.1

1. Observability matrix
First the observability matrix O is generated foi.
O=@ (Im@HT)L
O=@l (lea®HT)L
@5 = (05, ® By 054 ® 0%, O3 ® O8] SO
O c RO4<16384_ (64 64 64 64 64..5 44 1 43
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2. Initial estimate
%0 = HTyp is the initial estimate att = 0) whereH T is the transpose of the output

transition matrix ango = &} wherei = 1,2,3,...,64

3. Control Input
The control inpuu(t) € 5;,“ wherei =0,2,3...,63 is randomly choosen as con-
trol input for observer. The control inpuit) = uy(t) x up(t) x ug(t) x ua(t) x
us(t) x ug(t) gives all possible control input fdr=0,2,3...,64. Thus for ob-
server we used all possible control input to estimate thestfar a given initial

condition.

4. State estimation
The observability matrix previous control input with irilize state estimate are
used by the observer to estimate the current state as:
Rs(t) = @ x (In@HT) x L x Rs(t — 1) x u(t — 1) x y(t)

5. Simulation
The above steps are executed and simulation results ame igiiggure4.2. The

statex(t) andxg(t) are generated for control inputt) € &b, wherei =1,2,3...,64.

X denoted byo are states of FASN pathwa¥ are the estimated states denoted
by x.
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Chapter5

INTERVENTION DESIGN

One of the main objective of Boolean Control Networks is to ttgv¢he control strate-
gies for complex biological signaling pathways. The conimput take any one of the
values 0 or 1. O indicates that a particular interventionamt®l input is not given at
that time while 1 indicates that the intervention is appkgdhat time or control input
is applied. The development of control theory for Boolean @adrietwork enable us
that manipulate biological networks by the applicationxieenal inputs. Such external

input brings the biological networks into a desirable stateh as healthy one.

5.1 State Feedback Controller

A general approach for finding a state feedback controlleBfoNs is still unknown.
But using the algebraic representation of BCNs in term of SThlenas to find a

globally stabilizing state feedback controlleis] for Boolean Control Networks.

5.1.1 Global Stabilizing Controller

A BCN with n network nodes m input nodes can be described as:

x1(t+1) = l1(Xg, X2....%n, U1....Um)
X(t+2) = la(X1, X2....%n, U1....Um)
Xn(t+1) = In(X1, X2....Xn, U1....Um)

(5.1)
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wherelq, 1o, ...l are Boolean functioXX = [xg X Xo X ... X Xp] andU = [ug X Up X ... X
um] are network nodes and input nodes respectively.

Definition: A Boolean control network in equatiof.1 is said to be globally stabi-
lizable toX* = {1,0}" if for every Xo = {1,0}" there exist a control sequente=
{1,2,3...} = {1,0}™ such thatX(t; Xp;U) = X*. Then the feedback law will be in

form of:

ui(t) = Ki(Xg, X2....Xn)
w(t) = Ko(Xg, X2....%n)
um(t) = Km(X1, X2....Xn)

(5.2)

whereKq,Ko, ... Ky are Boolean function that globally stabilize the Boolean want
network5.1to X*. Using STP5.2and5.1 can be simplified as:

X(t+1) =LxX(t)xU(t)

U(t) = Kx X(t)

whereL € RZ"™2™" andK € R?™*2", K is called the state feedback matrix.

5.1.2 State Feedback Matrix

The state feedback matrix can be found using the followiegsst

1. First the network transition matrix can be found using STP
X(t+1)=LxX(t)xU(t)

2. The reference attractdt* can be found which will be in the form of:

Son(r) = [83(1) w 83(0) .. 3]
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wherei € {1,0} and n is number of network nodes.

3. The reference attractor gives 6Zjn wherej = {1,2,3,...2"}. Use the value of j
to find thep; andg; by using the equation:

d(p-1)2n4q = I WhereL = On[ay, 0z, ..., Oomin]

4. The set ofj; is taken isE;1(r) then find the remaining; which are taken aBj(r)
if
Agn = Eq(r) UE2(r)
This prove the stability of reference attractor.

5. Now use theorem 2 ofip] for i = {1,2,...,2"} find p; using

Ap-1omyi =T
The indices of this equation gives.

6. The desired state feedback matrix will be:

K= 52m[pl p2 v pzn]
This feedback matrix stabilize the Boolean control netwmkio x*.

7. The structure matrices of Boolean function can be found as :
Ki=SKfori={1,2,...,m} where
S =Li1®I2®1miforeachi={1,2,...,2M}.
Kij can be converted into its logical form which gives the inggtion.
Ui = KX

5.2 Intervention Design for FASN Pathway

In FASN signaling pathway drugs are used as control inpuisiwthange the state of
nodes to desired state. By using the intervention design fiadstate of drugs for a

healthy pathway. State observer estimate the states okagtior intervention design.
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The algebraic representation for FASN signaling path#adys given as:

HER2(k+1) = -TrastuzumabAFASN(K)

PI3K(k+1) = -Miltefosinel AHER2(k) — PI3K(K)

(
(
AKT (k+1
(
(
(

)

)

) = -Miltefosine2 AFASN(k) A PI3K(n)
mTORcl(k+1) = -MiconazoleA AKT (k) — mTORc1(k)

)

)

PSREBPI1c(k+1) = —lnhibitor A FASN(K) A mTORc1(K)

FASN(k+1) = —Orlistet A pSREBP1c(K) — FASN(K)

(5.3)

1. Firstusing STB.3can be simplified asX(t+1) =L x X(t) x U(t)
X=HER2x PI3K x AKT x mTORcl x pSREBP1c x FASN
U = Tratuzumab x Miltef osinel x Miltef osine2 x Miconazolex Orlistat x I nhibitor
L =[64646464646464.. 43444342

2. The reference attractor or fixed point faBis chosen as:
Fpa(r) = [02(2) x G2(1) X 5(2) x B2(1) x B2(2) x &(2)]

This givesr = 44 so the attractor will bégy.

3. Forr =44 find the indices of r from L which is:
In(r) =[1281 1282 1283 1284 1289. 4043 4094
ForIn(r) find p; andg; using:

O(p-1)20+q =T

which gives
p=[21,21,2121,...,64,63 64
Ei(r)=q9=11,2,3,4,9,...,62,64,62

4. FindEx(r) which consist of the remaining for indices find in L using

Ap-p2n4g =T
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Eo(r) =[5,6,7,8,17,18,19,20,...,53,54,55,56)
if D =E1(r)UE2(r) whereD = {1,2,3,4,5...62,63 64} which shows thab.3
is globally stabalizibale toX*.

. Find thep; for the indices ofn(r) using
O(p-1)2myi = I wherei = {1,2,3,...,64}
p=[21,21,21,21,69,5956...,21 21 22

. So the state feedback matrix will be

K = [21,21,21,21,69,59,56. ..

Ki =SK fori={1,2,3,6,5,6} so

,21,21 22] where

Kie R*®4=1111,1,1,...1,1,1,1]
Koe R*64=1(22222,...1,1,11]
Kse R*®4=11,1,1,1,2,...1,1,1,1]
Ky e R*04=122221..2222
Ksc R?*64=11,1,1,1,2,...1,1,1,1]
Kegc R*64=11,1,1,1,2,...1,1,1,2]

. Find the control input using feedback law:

U(t) = KX(t)

U (t) = KXs(t) where

Rs(t) = {ObsHER2 x ObsPI3K x ObsAKT x ObsmTORcl x ObspSREBPIC i
ObsFASN}

U (t) = K{ObsHER2 x ObsPI3K x ObsAK T x ObsmT ORc1 x ObspSREBP1C x
ObsFASN }

Xs(t) can be find from state observer. So

u; = Trastuzumab = K;%(t) = &5

Uz = Miltefosinel = Ko%s(t) = 622

uz = Miltefosine2 = KgXg(t) =

us = Miconazole = Kg4%s(t) = 6

38



60

©)
X

states

10 T

O X 1 1 1 1 1 1
0 10 20 30 40 50 60
time

FIGURE 5.1: Intervention Design for FASN Pathway

Us = Inhibitor = KsRs(t) = &}
Us = Orlistat = Ke%s(t) = &

Figure5.1 show the intervention design that using control input, drgiyen in figure
5.2 will stabilize the FASN pathway to the global attracEoBfor all initial states.
X(t; Xo;U) = X*.
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Chapter6
CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

It has been shown that growth factor signaling pathway ipamlsible for the over ex-
pression of FASN which is the cause of breast cancer. All thaes of pathway are
logically connected, using the Boolean rules the mathemadatimdel for FASN path-
way is formulated. Selected drugs for each nodes are idashafaid use as control input
to form the Boolean control network model for interventiorside.

The observability of such Boolean control network model carchecked. The state
observer, Luenberger-like observer with its transitiortrirare formulated for FASN
pathway than the states of model are estimated using inghet tshjectories.

The intervention/controller design for signaling pathweged the state vector estima-
tion which can be obtained by Luenberger-like observer.agbgl attractor is find using
the transition matrix of the model which gives the state btk matrix. The state feed-
back matrix and the estimated states of observer for theaglitractor gives the states

of each drugs for inhibited signaling pathway.

6.2 Future Work

The work carried out in this thesis can be extended in sevegs. A benchmark has
been laid down which can be extended to find interventiongefsir several pathways.
There are many other signaling pathways, which are invoirezdncer and other dis-
ease so using this procedure intervention design can béegeddor different pathways.
When the number of nodes increases in cellular pathways zReo$itransition matrix
increases which produces much complexity that need to vedalo large networks

can be modeled by using Boolean Networks.
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